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ABSTRACT 
The problem of finding a functional relationship between concentra- 
tion and output data from GC has been considered for a series of 
fatty acids (FA). The concentrations used are relative values, i.e., 
the actual concentration of a FA divided by that for an internal 
standard. The GC output used is relative peak areas, i.e., the 
integrated chromatograrn area of  the FA divided by that for the in- 
ternal standard. Five functions have been investigated, each in 
reasonable accord with the concept of relative response factors 
being constant for a homologous series of  compounds.  We conclude 
that one of the five, C i = aAib, is clearly superior and recommend 
its use in agreement wRh a liferature report for different compound 
types (5). In the equation above, "C" and "A" are the relative con- 
centrations and areas, respectively, and "a" and "b" are fitting con- 
stants determined from the data by least-squares minimization. We 
found it was impossible to deal with a matrix of 10 acids and 9 
concentrations in a manner that would reproduce the data within 
the experimental uncertainty (6%), and we concluded that an 
acid-by-acid analysis was preferable. 

INTRODUCTION 

A quantitative procedure for the analysis of C-4 through 
C-18:2 nonesterified fat ty  acids (NFA) is being investigated 
in the Flavor Chemistry Laboratory at the University of 
Vermont.  The procedure involves extraction and isolation 
of NFA as potassium salts, and then injection of  these salts 
into a gas chromatograph (GC). 

In 1975, Cochrane (1) stated that esters of  C-2 through 
C-6 acids could not  be analyzed quantitatively by GC. He 
recommended the method of Ackman and Burgher (2). Our 
procedure required the quantitative analyses of butanoic 
and hexanoic acids, so Cochrane's statements interested us. 
Ackman and Burgher (2) first reported that  when a GC was 
modified to allow formic acid vapors in the carrier gas to 
pass into the injection port,  C-2 through C-6 acids were 
separated, and ghosting and peak tailing were not  problems. 
Cochrane (3) applied Ackman and Burgher's method for 
the quantitative analysis of  C-2 through C-12 acids. In his 
review article, Cochrane (1) reported that quantitative 
analysis of C-2 through C-6 acids could not  be accom- 
plished unless the carrier gas contained formic acid vapors. 
Gray (4) used Cochrane's approach to analyze C-2 through 
C-18:1 acids from Cheddar cheese. He reported a mean 
recovery of 97.2 -+ 4.8% for 10 acids added to Cheddar 
cheese. 

In our procedure, before an extraction method and an 
isolation method can be selected, it is essential that  each 
NFA injected into the GC be separated completely and the 
ou tput  (GC data) calculated accurately. Initial calibration 
curves prepared in our laboratory with standard C-4 
through C-18:2 acids injected into the GC as potassium 
salts gave unacceptable precision at low concentrations in 
the linear dynamic range. We suspect that  these deviations 
from linearity resulting from interactions with sample 
column and/or  sample GC will be most apparent at low 
concentrations, independent of the type of sample anal- 
yzed. 

In a recent paper, Shatkay and Flavian (5) discuss some 
potential  errors inherent in quantitative analysis by GC and 
make recommendations conceming volumes of sample 
injected and the construction of calibration curves for 

systems containing internal standards. Most interesting, 
from our point  of view, is their conclusion - based on 
results for esters and hydrocarbons - that  an exponential  
relationship between chromatographic peak area and 
sample concentration provides a better  data fit than does 
the conventional linear relationship implied by assumed 
detector  linearity. Our results, gathered over a 3-year period 
on several different columns, support  Shatkay and Flavian's 
conclusion as will be shown from the results obtained for 
several different model-fitting functions. 

EXPERIMENTAL 

Provenance and Preparation of Standards 

Butanoic acid (99 + %), C-4, was obtained from the Aldrich 
Chemical Co. (Milwaukee, WI); hexanoic acid (99 + %), 
C-6, from Fisher Scientific, Inc., (Fair Lawn, NJ); and 
octanoic acid (99 + %), C-8, from Eastman Organic Chemi- 
cals (Rochester, NY). All other acids (chromatographic 
quality) were obtained from Applied Science Labs., Inc. 
(State College, PA). Standard stock solutions of potassium 
salts of the fatty acids ( F A )  under investigation were 
prepared in 80% ethanol in concentrations o f  either 0.05 
mg/cm 3 or 1.0 mg/cm3 by neutralization with Fisher 
potassium hydroxide.  Nine standard solutions were pre- 
pared from these stock solutions. These standards were 
evaporated to dryness, and the recovered potassium salts 
were dissolved in one cm 3 of the internal standard solution. 
This solution, consisting of the potassium salts of C-7 and 
C-17, was prepared as a large stock solution with concentra- 
tions of ca. 0.25 mg/cm 3 of  C-7 and 1.00 mg/cm 3 of C-17. 
This constant amount,  one cm 3, of internal standard 
solution applies to all samples used in the calibration study. 

Apparatus 

The FA were separated by GC on a Hewlett-Packard 
Model 402 chromatograph equipped with a dual flame 
ionization detection system. A glass column (1.8 m x 2 mm 
i.d.) packed with 5% DEGS-PS (diethylene glycol succinate- 
phosphoric acid added) on 100/120 mesh Supelcoport  
(Supelco, Supelco Park, PA) was used. The helium carrier 
gas was passed through a glass trap containing formic acid 
(99 + %, ICN Pharmaceuticals, Plainview, NY). The helium 
was saturated with formic acid vapor by passing the gas 
over the liquid surface prior to its entering the injection 
port  of the chromatograph. The carrier gas flow rate was ca. 
40 cm 3 min. -1 The chromatograph was programmed from 
100 to 2O0 C at a rate of 7.5 C min. - I  Peak areas were 
determined with a Hewlett-Packard Model 3380A Report- 
ing Integrator. Hewlett-Packard 67/97 Programmable 
Calculators were used for all numerical analyses. 

Data  A n a l y s i s  

The calibration information was contained in two 
corresponding matrices, Ci;/and Aij where C is the dimen- 
sionless ratm of the concentration of a particular FA to the 
concentration of a reference acid and A is the dimensionless 
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TABLE I 

Compositions of Calibration Solutions, j = 1 - 9 

Potassium Salts of FA (mg/cm3) ; C-7: 0.25, C-17; 1.00 throughout 

FA j=l j=2 j=3 j=4 j=5 j=6 j=7 j=8 j=9 

C-4,6,8,10,12,14,18, 18:2 0.01 0.05 0.10 0.25 0.50 0.75 1.00 1.50 2.00 
C-16, 18:1 0.10 0.20 0.50 1.00 2.00 3.00 4.00 5.00 6.00 

ratio of their areas as determined by GC. The index " i"  
covers the sequence of acids analyzed for even carbon 
number acids from butanoic, C-4, to octadecanoic, C-18, 
and the two unsaturated acids, 9-octadecenoic, C-18:1, and 
9, 12-octadecadienoic acid, C-18:2. The index "j" covers nine 
concentration ranges studied that  spanned factors of 0.04 to 
8.00 multiples of  the reference acid. The reference acids were 
heptadecanoic, C-17, for C-17 and C-18:1, and heptanoic, 
C-7, for the remainder. The concentrations are given in Table 
I. Replicate analyses (N = 7 to 10) were performed for each 
of the nine standardizing solutions to permit an assessment of 
the experimental  uncertainty in the GC result. The most 
convenient expression of this uncertainty is as a 
coefficient of variation, 7if, defined as 3qj, = (sii/Aii) x 100, 
where sij is the standard deviation of the several rdsults for 
the value of Aij. Of the 7if, 50 were less than 4%, 19 were 
between 4% and 7%, 11 w'ere between 7% and 10%, and 7 
were between 10% and 17%. The larger values were en- 
countered for the most dilute solutions. The combination 
of  10 acids being considered and 9 concentrations gave rise 
to 87 entries in each of the Cij and Aij matrices. These 87 
pairs shall be our data in the followihg discussion. (Only 
87, rather than 90, pairs are available because data could 
not  be obtained for C-18 at the lowest Cij or for C-18:2 at 
the two lowest Cij.) 

The following requirements were set for the functional 
relationship that would correlate the Cii with the Aii: (a) 
the representation should be analytical father than graphi- 
cal for easier data handling; (b) recovery of the original data 
should be within the uncertainties imposed by the 7ij ; (c). 
deviations between the recovered and original data should 
not  show a trend with concentration; (d) the functionali ty 
should be as simple as possible and should be compatible 
with our knowledge of GC behavior. 

Five functional forms were considered. 

(1) (Cij) = al (Aij  ). This simplest form is based on the 
assumption that  the homologous series of FA could be 
described by a single relative response factor. If this as- 
sumption is true, the value of a 1 should be unity. (For  
convenience, the Cij values have been scaled to the concen- 
tration of the interfial standard to permit output  of actual 
unknown concentrations rather than multiples thereof. 
Since the concentration of C-7 is 0.25 mg/cm3, the ex- 
pected values of a 1 becomes 0.25. Data for C-16 and 
C-18:1 have been divided by four also for convenience.) 
The numerical! value of  a I can be obtained from the data 
by a minimization of  the function: 

D 1 = X [(Cij) - a I (Aij)l 2. 1-1 

Setting (dD/da) = 0, leads to the working relationship, 

a l =  tZ (Cij)(Aij~/Z (Aij) 2. 1-2 

(2) (Cij) = a2(Aij ). The principal difficulty with the 
relation described by equation 1-2 is that the quanti ty 
minimized in equation 1-1 is the sum of the squares of  the 

absolute deviations. No accounting is made for the fact that  
a deviation of 0.01 in a calculated Aij , while representing 
less than 1% of the total at high concentrations, might 
amount  to 30% of the Aij value at the lowest concentra- 
tion. This situation can be relieved by minimizing not  the 
absolute derivation, but  rather the percentage deviation. 
The equations corresponding to 1-1 and 1-2 are: 

D2= X[I(Cij)_ a2(Aij~/(Cij)] 2, 2-1 

and 

a2= [Zt(Aij)/(Cij)I] + [ZI(Aij)/(Cij)I2]. 2-2 

(3) (Cij) = b 3 + a3(Aij). Previous authors (6,7) have 
noted that  bet ter  fits of  GC data could be obtained if their 
relationship were not  forced through the origin of a C vs. A 
plot. The nonzero intercept can be at t r ibuted to one of 
several apparatus artifacts. From a data-handling point  of 
view, the easing of a restriction by introducing a second 
parameter would allow for a bet ter  fit. The most usual 
approach is a straightforward linear least-squares technique 
based on the minimization of: 

D 3 = X [(Cij) - b 3 - a3(Aij)] 2 

through the relations (OD 3/Ob 3 ) = 0, and (OD 3/aa 3) = 0, 
to yield 

3-1 

a 3 = l E ( C i j ) ' E ( A i j ) -  NZ(Cij)(Aij) f 

+ [t2;(Aij)l 2" NE(Aij2)] ,  3"2 

and 

b3= tZ(Cij)- a3X(Aij) f + N. 3-3 

The N appearing in equations 3-2 and 3-3 is the number of 
paired data entries, with 87 for the entire matrix fit. 

(4) (Cij) = b 4 + a4(Ai.): The results of equations 3-1 to J 
3-3 suffer from the same drawback as do 1-1 and 1-2, i.e., 

no accounting is made of the fact that a deviation of given 
size has a greater effect for the low concentrations than it 
does for the larger ones. In the same fashion that  (1) was 
modified to (2), we can minimize the percentage deviation 
by treating 

D4=2: [l(Cij)-b4-a4(Aij) t/(C/(Cij )]2 4-1 

Minimization through the differentials (aD4/Ob 4) = 0 and 
(OD4/Oa 4) = 0, leads to 

{2;(Cij)'ll fX(Aij)(Cij)'2} - t2;(Aij)(Cij)'ll{ 2;(Cij)-2 t 
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and 

b4= [{Z,Cij, "1} - a4{2;<Aij),Cij,'2t] + 2;{<Cij)'2~. 4-3 

(5) (Ci.) = a5(Aij)b 5. A final two-parameter fit, based 
on the asYumption of  a linear logarithmic fit between (Cij) 
and (Aij), was attempted. The pertinent sum of squares to 
be minimized is 

D 5 = 2; [~n(Cij) - s 5) - b5~n(Aij)i 2, 5-1 

a n d  the differential equations are (ODs/Os as) = 0 
and (0Ds/0b 5) = 0. The simultaneous solution of these 
equations yields the following working relationships for a 5 
and b 5 : 

{~n(Aij, 1 {2; ~n(Cij) I" N~ {~n(Aij, } {s 
:5-2 

b5= 
12; n,Aii,12 N / o,Ai;12 

and 

~2n(a5) = [ZQn(Cij) - bsZ2n(Aij)l + N, 5-3 

30 

15 

A 

0 

-]5 

-30  

| 

1.0 Ci 
.6 
2.0 

FIG. 1. Deviation plot for selected acids against function (4) as 
developed for all data. �9 = C-4 ~)= C-12 �9 = C-18:1. 

where N is, once again, the number of  paired data entries. 
Programs were written for the Hewlett-Packard 67/97 

calculator series that would evaluate all the needed sums 3 0  
and fitting constants with a single pass of data entry and 
that, with a second pass of  data entry, would evaluate the 
root-mean-square percentage deviations, 6, for each of  the 
five fitting functions. Throughout the following discussion 
we will use ~i as a measure of  the "goodness of  fit," defining | 5  
it by  A 

(Aij) obs. (Aij)fit 
6 = [ ~  I x 100}2+ N] �89 0 

(Aij) ~ 

The criterion for "goodness of  fit" shall be that 6 = 7ij. 
The results for the data base of  87 paired entries are die - ] 5  

following: 

(1) (Cij) = 0.2499(Aij) 

(2) (Cij) = 0.2568(Aij) - - 3 0  
(_3) (Cij)~0.0608 + 0.2379 (Aij) 
(4) (Cij) = 0.0014 + 0.2526 (Aii) 
(~) (Cij) = 0.2762(Aij)0.9586 " 

61 = 33%, 19% 
62= 31%, 17% 
63 = 193%, 200% 
64= 31%, 17% 
65 = 28%, 17% 

Two values have been recorded for 6. The first is for all 
data points and the second is recomputed with the elimina- 
tion of  the results for C-18, the substance with the largest 
deviations. These values of  fi are to be compared with an 
overall uncertainty of  7ii = 60/. ~ It should be noted that the 
five values of  the linear'coefficient are all close to the ex- 
pected value, 0.25, and that the intercepts in relations (3) 
and (_4) are close to zero, and that the exponent in relation 
(5) is close to unity. These results can be interpreted as a 
general confirmation of the concept of  a relative response 
factor with only small deviations from a linear (Cii) to (Aii) 
relationship. The relatively large values of  6, howe}er, make 
the derived functions useless for the purpose of  setting an 
analytical calibration scale. The failure of the functions can 
be demonstrated by plots of  individual values of A as a 
function of  (Cij) , where A is defined by 

(Aij) ~ (Aij)fit 

A = "x lOO. 
(Aij)~ 

Such plots are shown in Figures 1 and 2 for the acids 

| 

1.0 Ci 2.0 

FIG. 2. Deviation plot for selected acids against function (--5) as 
developed for all data. �9 = C-4 (~)= C-12 �9 = C-18:1. 

C-4, C-12, and C-18:1 for relations (4) and (5). C-12 was 
chosen as an example of a "good" fit, whereas C-4 and 
C-18:1 were chosen to demonstrate the existence of 
concentration dependent trends. It is also interesting to 
note that the largest deviations are found for the simple 
linear least-squares fit. (_3). On the basis of these results, we 
concluded that further attempts to fit all 87 data pairs with 
a single functional relationship would, most likely, prove 
futile and our efforts were directed to single fits for each 
acid using the same five functions developed above. The 
results are presented in Table II. 

From these results it appears that functions (4) and (5), 
a linear fit designed to minimize the percentage deviations 
and an exponential fit, respectively, are the most promising. 
For both of these the averaged 6 values, 7.0 and 5.3%, are 
comparable to the 7ij = 6%. The intercepts in relation (4) 
were in the range -0.0014 to 0.0518 and the exponents in 
relation (5) ranged from 0.8587 to 1.0154. These ranges are 
both in reasonable accord with the linearity implied by 
relative response factors. The choice between the two rela- 
tionships can be simplified when the results are depicted as 
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TABLE 11 

A Comparison of  8 Values for the Individual Acids 

FAT'I'Y ACID ANALYSIS 

C-4 C-6 C-8 C-10 (2-12 C-14 C-16 C-18 C-18:1 (2-18:2 < 8 >  

61 7.9 4.4 2.1 a 2.4 a 4.4 12.0 16.7 11.3 45.2 12.1 17.0 
82 4-8a 4.4 1.9 a 2.4 a 4.1 10.4 11.4 10.8 28. 2 11.7 10.2 
83 70.7 23.3 1.9 a 15.2 6.1 12.8 33.2 39.3 158.1 25.6 59.3 
84 3.7 a 1.9 a 0.9 a 1.1 a 1.3 a 2.0 a 7.7 7.4 16.8 8.7 a 7.0 
8 5 l-9a 3.7a 1.3 a 1.7 a 2.6 a 5.4 a 3.5 a 9.9 5.3 a 10.6 a 5.3 a 
"ri 5 4 3 3 4 6 4 7 6 11 6 

aValue of  8 < % 

deviation plots. Figures 3 and 4 are such plots for the same 
acids used in Figures 1 and 2. Figure 3, the deviations from 
individual fits to function (4), still shows an apparent 
systematic trend for C-18:1. The deviations from relation 
(5), depicted in Figure 4, show no obvious trends and are 
smaller in magnitude. It should be emphasized again that 
the particular acids chosen for graphical representation 

30' 

15 
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0 
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-30 
1.0 Ci 2.0 

FIG. 3. Deviation plot for selected acids against individual acid 
functions (4). �9 = C"4 (~)= C-12 �9 = C'18:1. 

demonstrate both "good"  (C212) and "poor"  (C-4, C-18:1) 
results. On the basis of these figures, relation ~ seems 
to provide a more precise data fit. Further evidence 
supporting our preference for relation (5) can be seen in 
Fi re 5 Plotted here are the C. vs A. data for the lowest gu �9 . �9 j . . 
concentrations of C-18:1 w~th t~e expertrnental uncertain- 
ties (• sij) in the data indicated by the vertical bars. This 
large scale plot shows that  there is definite curvature in the 
data that  should not  be hidden in a linear least-squares fit. 

A final confirmation of our choice of relation (5) lies in 
its utility as an extrapolat ion function. While we recom- 
mend that calibration curves cover the spectrum of  
expected results, we recognize that the unforeseen does 
occur and that extrapolat ions may be necessary. We have 
tested the two relations, ~ and (5_), using the data for 
C-18.1 Nine C;-A: pairs are available for this acid, and we 

�9 . . j  . . . .  

have developec~ fitting functions using j = 1-9(a), 1 -8 (b) ,  
1-7(c), 2-9(d) and 3-9(e). Modes (b) - (e) were then used to 
calculate values of Aj for the missing entries for comparison 
with the actual values�9 These results are shown in Table II1 
and indicate clearly that relation (5) is refereable to relation 

2 
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FIG. 4. Deviation plot for selected acids against individual acid 
functions (--5). �9 = C-4 (~)= C-12 � 9  C-18:1. 

Aj 

o i mmmmmmmlmh 
0 I Cj 2 

FIG. 5. Relative peak area, Ai, as a function of relative concentra- 
tion, Cj for C-18:1 ; curves for functions (4) and (5). 
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TABLE III 

Extrapolated Values Using Functions (4) and (_5) 

Function (4), acid C-18:1 

Cj A(obs) a A(4a) 6(4a) A(4b) 8(4b) A(4c) 6(4c) A(4d) 6(4d) A(4e) 8(4e) 

1 0.0729 0.0596 -18 (0.0071) -90 (-0.159) -319 
2 0.1568 0.182 16 0.133 -15 (-0.025) -116 
3 0.4244 0.551 30 0.515 21 0.318 - 10 
7 5.323 4.84 - 9 4.65 -13 4.45 -16 
8 6.748 6.07 -10 5.83 -14 (5.58) -17 
9 8.543 7.29 -15 (7.00) -18 (6.69) -22 

Function (5), acid C-18:1 

Cj A(obs) A(Sa) 6(5a) A(5b) 6(5b) A(5c) 8(5c) A(5d) 6(5d) A(5e) 6(5e) 

1 0.0729 0.0687 - 6 (0.0651) -11 (0.0593) - 19 
2 0.1568 0.1536 - 2 0.147 - 6 (0.136) - 14 
3 0.4244 0.4479 6 0.436 6 0.413 3 
7 5.323 5.04 - 5 4.96 - 7 4.86 - 9 
8 6.748 6.54 - 3 6.42 - 5 (6.29) - 7 
9 8.543 8.08 - 5 (7.92) - 7 (7.74) - 9 

aExtrapolated values in parentheses. 

We have had occasion to calibrate three sets of  GC 
columns  for  FA analysis. In each case the  mos t  reliable re- 
lat ionship has been the  one we refer  to as (5__), the ex- 
ponential ,  

(Cij) = a(Aij) b. 

DISCUSSION 

Investigators (6) use correct ion factors (7) (relative re- 
sponse factors ,  R R F )  to conver t  GC o u t p u t  to concentra-  
tions. When relative response ratios are p lo t ted  against con- 
centrat ions,  a linear relat ion c o m m o n l y  is sought and is 
considered to be mos t  desirable. Propor t iona l i ty  is assumed 
be tween  the  relative response ratios and the  concent ra t ions  
of  the  sample. However ,  in practice,  sample-column and 
sample- ins t rument  interact ions  may  cause nonpropor -  
t ional i ty  or  even nonlineari ty.  The  nonl inear i ty  observed at 
low concent ra t ions  (opposed  to  high concent ra t ion  sample 
overloading) can be compensa ted  for, "s ince an actual 
cal ibrat ion is established, eventual  nonlineari ty,  suppor t  
in teract ion,  etc.  does no t  reduce the accuracy of  the  
de te rmina t ion  because these also happen during the  
es tabl ishment  o f  the cal ibrat ion curve"  (8). The  R R F  
m e t h o d  is valid when  used within the  bounds  of  the  l inear 
dynamic  range (LDR) of  the  system under  investigation. 
The  LDR must  be  established before  the  m e t h o d  can be 
applied for  quant i ta t ive  analyses. It l imits the  investigator 
to analysis o f  samples within the  LDR. Ext rapola t ion  be- 
y o n d  the  lower  limits may  cause serious errors in calculat- 

ing concent ra t ions  (see Table  III). 
We conclude  that  the  relat ionship 

Cj= aAj b 

provides the best f i t  for  the  data col lected under  condi t ions  
exist ing in our  laboratory.  The  funct ional  relat ionship is 
convenient  in being: (a) analytical  rather  than graphical, 
(b) precise within the  limits of  the uncer ta int ies  o f  the  data, 
and (c) suitable for handling by programmable  desk calcu- 
lators. 
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